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ARTICLE INFO ABSTRACT

Current zirconium alloy cladding corrosion models are mainly semi-empirical and show significant dispersion
when compared to measured data. This study introduces neural ordinary differential equation (neural ODE) to
model corrosion behavior, utilizing data-model fusion approach for network training. Initially, a semi-empirical
model for zirconium alloy cladding corrosion is established through differential evolution algorithm, generating
a large dataset for pre-training the neural network. The network is then fine-tuned using measured data. These
methods effectively address the challenges of sparse cladding corrosion data and data available only at fixed
time points, resulting in a more accurate model. The results show that the differential evolution algorithm
can identify a set of appropriate parameters for the semi-empirical model, achieving a standard deviation of
0.040. The neural ODE model demonstrates even higher accuracy, reducing the standard deviation to 0.031
and improving accuracy by approximately 25%. Additionally, the model demonstrates excellent generalization
capacity on other time points and new power histories.
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1. Introduction

In a typical pressurized water reactor fuel rod, the zirconium alloy
cladding acts as a crucial barrier to contain radioactive fission products,
which is essential for maintaining the integrity of the fuel rod [1,2].
In the reactor, the zirconium alloy cladding forms an oxide film upon
contact with the coolant, leading to a reduction in the metal layer and
impacting the mechanical properties of the cladding. If the zirconium
alloy cladding corrodes excessively, there may be a potential risk of
damage [3]. Therefore, studying and establishing a corrosion model for
zirconium alloy cladding is of great significance.

The corrosion of zirconium alloys in pressurized water reactors
occurs as oxygen vacancies migrate from the oxide-metal interface
through the oxide layer to the oxide-coolant surface [4]. This process
is highly complex and is influenced not only by the critical factor of
the oxide-metal interface temperature but also by alloy composition,
tubing texture, coolant chemistry, fast neutron flux, and hydrogen
concentration [5]. Analyzing these factors typically can only be experi-
mentally conducted outside the reactor [6], and even when focusing on
one type of cladding, predicting in-pile corrosion remains challenging
because the important variable of chemical condition is not always
reported. Currently, the Arrhenius equation is used in engineering
to model corrosion behavior of zirconium alloy. This semi-empirical
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model relies on temperature and corrosion transition points as input
parameters, while other influences, such as chemical conditions, are
reflected in its coefficients. In practice, cladding corrosion models are
typically developed for specific reactor types, with different cladding
material models often developed separately. The chemical conditions
for a given reactor type are generally consistent, as are factors such as
the texture and composition of different cladding materials. Therefore,
this modeling approach adequately meets most engineering require-
ments and has been applied in many fuel performance codes, such
as FUPAC [7], FRAPCON [8] and MATPRO [4]. Similarly, this study
focuses on establishing a corrosion model tailored to specific cladding
materials within particular reactors. Determining coefficients typically
requires measured in-pile data to refine existing models or to derive
new coefficients through optimization algorithms.

However, these methods are limited by the expression ability of
the equations themselves and always have a large degree of dispersion
compared to measured data. Therefore, a novel method is required
to achieve more precise modeling. Recent advancements in machine
learning (ML) have achieved unprecedented breakthroughs in the fields
of science and engineering [9,10]. Owing to its strong non-linear
fitting capabilities [11], ML provides a new modeling method when
the physical mechanism is not fully understood. It has already been
applied in fields such as failure mechanism modeling [12], prognostics
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and health management [13], and materials modeling [14,15]. Cur-
rently, there have been corresponding efforts in utilizing Al to predict
the corrosion behavior of materials, such as magnesium alloys [16],
carbonated cementitious mortars [17], and nickel-based alloys [18].
These applications typically require a large amount of data and often
ignore changes in system parameters throughout the entire corrosion
process. However, the corrosion behavior of zirconium alloy cladding
in the reactor is a dynamic process and its data is sparse and only
exists at fixed time points, making existing methods difficult to di-
rectly apply. Among various machine learning methods, the neural
ordinary differential equation (neural ODE) [19] has been identified
as particularly well-suited for modeling dynamic systems. Increasing
research has applied this approach to scientific problems, such as multi-
step wind speed prediction [20] and virus outbreak forecasting [21].
This study employs neural ODE to predict corrosion rate, using a
data-model fusion approach to effectively address the challenge of
sparse data, thereby enhancing the model’s accuracy and generalization
capabilities.

2. Method

The greatest challenge in modeling the corrosion behavior of zirco-
nium alloy cladding using neural networks lies in the measured data
is sparse, and only exists at fixed time points. This is because poolside
inspection can only monitor the data of fuel rods at the edges of the
assembly, with the number of inspection time points being very limited
and corresponding to power cycles. A general approach is to model this
as a time series problem, where the input consists of the physical quan-
tities at the current time step and the subsequent input, and the output
consists of the physical quantities at the next time step. Recurrent
neural networks, gated recurrent units, and long short-term memory
networks can be used for this purpose. However, training recurrent
neural networks generally requires a substantial number of data points
over time, which is difficult to achieve due to measurement constraints.
The usual practice is to use interpolation techniques to supplement the
temporal data points. However, in this problem, data exists only at
three time points, making it challenging to expand the data through
interpolation techniques. Hence, implementing this issue with recurrent
neural networks is challenging. This study mainly adopted two methods
to solve this problem:

(1) Modeling zirconium alloy cladding corrosion behavior using
neural ODE. The reason for using neural networks to predict cor-
rosion rate is that each measured oxide film thickness represents
the integral of the corrosion rate over all previous time points,
thereby encapsulating a large amount of information. However,
solving for oxide film thickness by integrating the corrosion rate
requires small time steps to control errors, leading to repeated
calls to the network in the forward process. This results in a
long computational graph, making the network difficult to train.
Neural ODE is introduced to address this training challenge.

(2) Using a data-model fusion driven method to train the network.
This method leverages prior knowledge of the physical system to
enhance the neural network’s generalization to power histories
and time steps outside the dataset, the process is shown in
Fig. 1. First, a new semi-empirical model is established using
optimization algorithms to generate a large amount of data for
pre-training the neural network. This pre-training process essen-
tially injects the physical information from the semi-empirical
model into the neural network. Then, the pre-trained network is
fine-tuned using measured data to better reflect the real physical
laws.

The following sections will describe how to establish a semi-
empirical model using optimization algorithms and how to predict
corrosion rate using neural ODE.
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2.1. Establishing a semi-empirical model using optimization algorithms

This study, like previous in-pile corrosion modeling research, con-
siders only temperature as input, other factors are incorporated into the
coefficients of a semi-empirical equation. The semi-empirical equation
describing the corrosion of zirconium alloy cladding, based on the
Arrhenius equation, is:

ds’ _9

—=A]€ RT’Ssstran

dt 1
ds _O

E = Aze RTS8 > Stran

where s is the thickness of oxidation film, s,.,, is the transition thick-
ness, ¢t is the time, Q,,Q, are the activation energy, R is the gas
constant, A;, A, are the coefficients, and T is the oxide-metal interface
temperature. The transition point is usually determined by experiments
and experience, there are time transitions and thickness transitions in
FUPAC [7]. Besides, Eq. (1) describes the cubic rate before transition
and linear rate after transition, and there is also a parabolic rate before
transition [22], that is:

2
& o7 @

There are four parameters that need to be confirmed: A;, A,, 0, Q,.
Notably, the determination of transition thickness or transition time
often relies on measured data. However, available measured data is
limited to fixed time, posing challenges in estimating the transition time
or thickness accurately. Therefore, transition time or thickness is also
considered as parameters to be optimized. The range of optimization
parameters is:

« A €(10715,1),4, € (1071, 1)
* 0,/R € (8000,20000), 2,/ R € (8000,20 000)
* Syran € (1,10)

The unit of A, Q/R, s, are m/s,K, pm respectively. The range of O
and s.,, refers to the models in MATPRO [4], FRAPCON [8] and
FUPAC [7], and further expands the parameter range. Due to the
negative exponential nature of Q, even small changes in its value can
greatly impact the results, as parameter A has a wide range that enables
finding appropriate values for both the upper and lower limits of Q.

The fitness function uses the mean square error (MSE) of absolute
value. The reason for using absolute error instead of relative error
is that the measurement uncertainty is fixed, so low measurement
values have greater relative error. In addition, the design pays more
attention to the accuracy of the model in predicting thick oxide films,
so absolute error is used. The purpose of squared is to impose greater
punishment on outliers. Solving the fitness function requires solving
ordinary differential equations Eq. (1), which includes the following
step:

(1) Calculate the fluid temperature history using the power history.

(2) Compute the oxide-metal interface temperature using the fluid
temperature.

(3) Integrate the semi-empirical equation to determine the oxide
thickness.

(4) Calculate the fitness function using MSE.

After determining the variables to be optimized and the fitness
function, it is necessary to choose an appropriate optimization algo-
rithm. Optimization algorithms can be categorized into two categories:
gradient based algorithms and heuristic intelligent optimization algo-
rithms. Gradient based algorithms use the gradient of the objective
function to perform a deterministic search for a single solution, which
can be prone to get trapped in local optima. The heuristic intelligent
optimization algorithms are based on a bionic algorithm which has a
better global optimization capability. This study evaluated various in-
telligent optimization algorithms, such as simulated annealing, particle
swarm optimization, genetic algorithm, and differential evolution, and
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Fig. 2. Differential evolution algorithm flow.

selected the best performing differential evolution algorithm among
them. Differential evolution algorithm is a heuristic random search
method based on population differentiation, characterized by its simple
principle, few controlled parameters, and strong robustness, making
it suitable for solving global optimization problems of multi-objective
continuous variables. It consists of four processes: initialization, mu-
tation, crossover, and selection [23]. The algorithm flow is shown in
Fig. 2.

2.2. Predicting corrosion rate using neural ODE

2.2.1. The principle of neural ODE

Neural ODE can be thought of as a continuous form of residual
network, which can be expressed as:

ht+l = f(h.0,) + hy 3

where h,,0, are the input and parameter of the 7-th layer network
respectively, and f is the output. By residual connection, the final
output is f + h,. Transform it into a continuous form:

dh(t)
TR S(h, 0) @
Eq. (4) is the mathematical description of neural ODE, the output
is a derivative information. By defining the derivative term as the
corrosion rate, then A, is the thickness of the oxide film at time 7.
Given the initial value h,, the value h, can be computed by a black-
box differential equation solver. Numerical algorithms such as the
Forward Euler or Runge-Kutta methods can be employed to calculate
the thickness at each time step, with errors controlled by adjusting the
step size. The main technical difficulty in training continuous-depth
networks is backpropagation through the ODE solver. And the adjoint
sensitivity method is used to solve this problem, it can be obtained by
mathematical derivation that [19]:

da) __ i 9/00.1.0)
dt oh

dL __ [ 7/ (h0),1,0)
a6 / a") o

where a(t) = dL/0h(t), L is loss function. By using this method, the
process of back-propagating the gradient also becomes an ODE problem
with initial values, it exchanges time for space and takes up little
memory.

In general, the advantages of neural ODE can be enumerated as
follows: First, each layer shares a common set of network parameters,
reducing the total number of parameters. Second, the utilization of the
adjoint sensitivity method minimizes memory requirements. Third, the
error can be controlled through the application of numerical methods.

(5)

2.2.2. Input features

In the semi-empirical equation, the corrosion rate is related to the
oxide-metal interface temperature and the current thickness of the
corrosion film. However, calculating the interface temperature is a com-
plex process. It involves first determining the fluid temperature through
thermal balance, then calculating the oxide film surface temperature
using an empirical equation and linear heat generation rate, and fi-
nally deriving the interface temperature. Additionally, the calculation
of oxide thickness and interface temperature is an iterative process
that requires convergence of both physical quantities, which poses
challenges for neural networks in handling such iterative problems. To
avoid the iterative process, fluid temperature, linear heat generation
rate, and oxide film thickness were selected as input parameters, with
the network output being the corrosion rate. The network architecture
is shown in Fig. 3.
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Fig. 3. Network architecture for predicting corrosion rate.

It is worth noting that the corrosion of zirconium alloys is actually
influenced by many factors. Considering more factors may pose difficul-
ties in fitting explicit empirical equations, but for neural networks, it is
a very simple task that only requires increasing the number of neurons
in the input layer.

2.2.3. Training

The pre-training dataset is derived from the randomly generated
power histories of 10,000 fuel rods. Each dataset contains 79 time steps,
with each time step randomly ranging from 0 to 1000 h, and power val-
ues randomly distributed between 0 and 30 kW/m. Subsequently, the
semi-empirical model established through optimization algorithms is
used to calculate the oxide thickness at 16 random positions on the fuel
rod, the 16 positions selected for each rod are different to ensure input
diversity. Finally, the pre-training dataset contains 160,000 instances.

The loss function adopted is MSE. Additionally, the growth of the
oxide layer should satisfy the monotonicity constraint. To prevent
the network from overfitting and generating predictions that do not
conform to physical laws, the monotonicity constraint is incorporated
into the loss function as a regularization term. The loss function is:

loss = (M, - P> + wsz" =N PP ) 6)

where N,, N, N, represent the number of measured data, power his-
tory, and time step respectively, w is the regularization factor, and:

FPH Py = max(0, P — P )

A multilayer perceptron (MLP) is employed to predict the corrosion
rate. The performance of the neural network is highly sensitive to its hy-
perparameters. Initially, the performance of three models with different
hyperparameter configurations is evaluated on a pre-training dataset,
as shown in Table 1. Among these, model 2, consisting of 4 hidden
layers with 16 neurons per layer, produces the best results. Increasing
the number of parameters further leads to performance degradation due
to overfitting, confirming model 2 as the optimal choice. Subsequently,
the impact of different fine-tuning strategies on model performance is
examined, as fine-tuning typically involves reducing the learning rate
and adjusting some or all of the model’s parameters. Three strategies
are compared: adjusting only the parameters of the last layer, the last
two layers, and all layers, with the results shown in Table 2. Fine-tuning
all layers yields the best performance, and further reducing the learning
rate to 0.0005 improves it even more. Additionally, the forward Euler
algorithm is used to integrate and solve the oxide film thickness. The
ratio of the training set to the testing set is 8:2. Other hyperparameter
values used for training are provided in Table 3.

Table 1
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Comparison of network hyperparameters.

Model Neuron Hidden layer Validation loss

1 16 2 1.18e-2

2 16 4 0.92e-2

3 32 4 1.41e-2
Table 2

Comparison of fine-tuning strategies.

Strategy Fine-tuned layer Learning rate Validation loss

1 Last layer 0.001 4.38e-2

2 Last two layers 0.001 3.92e-2

3 All layers 0.001 3.76e—2

4 All layers 0.0005 3.73e-2
Table 3

Hyperparameters used for training.

Hyperparameters Pre-training Fine-tuning
Optimizer Adam Adam
Size of dataset 160000 108
Number of epoch 500 500
Batch size 10000 32
Learning rate 0.01 0.0005
Activation function ReLU ReLU
Decay factor 0.95 0.90
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Fig. 4. Comparison of measured data and predicted data of semi-empirical model.

3. Result and discussion
3.1. Semi-empirical model

Due to the various forms of semi-empirical model, comparisons
were made between the parabolic rate and cubic rate model, and the
time and thickness transition. The results showed that the parabolic rate
model with thickness transition performed better. Therefore, the semi-
empirical model used the parabolic rate model and thickness transition,
and the differential evolution algorithm was employed to optimize the
parameters of the semi-empirical model. The comparison between the
measured data and predicted data is shown in Fig. 4. Almost all the
high-value measured data points fall within the +20% error bars, with
a standard deviation (normalized, the same below) of 0.04 for the entire
dataset. The whole life prediction is shown in Fig. 5. Overall, the dif-
ferential evolution algorithm finds a set of optimal parameters for the
semi-empirical model, which better describes the corrosion behavior
of the cladding. However, due to the limited expressive capability of
the semi-empirical equation, there is still some dispersion between the
measured data and the predicted data.
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3.2. Neural network model

The comparison of the measured data and the predicted data of
neural network is shown in Fig. 6. Compared to the semi-empirical
model, the neural network’s predicted data also fall within the +20%
error bars, but its data is more tightly grouped around the isoline,
indicating superior fitting. Besides, the model also shows better perfor-
mance on the test dataset without overfitting. Additionally, the neural
network’s standard deviation decreased to 0.031, resulting in a further
25% increase in accuracy.

A more intuitive comparison is presented in Fig. 7, where Fig. 7(a)
shows the error distribution histograms for the two models, and
Fig. 7(b) displays boxplots and Gaussian distribution fitting curves
for data points. The boxplots indicate the range covering 80% of the
data. In Fig. 7(a), it is evident that the errors of the neural network
model are primarily concentrated around zero, indicating better fitting
performance, whereas the semi-empirical model exhibits a broader
error distribution. The boxplots in Fig. 7(b) show that 80% of the data
for the neural network model is concentrated within a narrower range.
Additionally, the error distribution curves show that the variance of the
neural network model is smaller. Overall, the neural network model
exhibits smaller errors and improved fitting performance.

The whole life prediction is shown in Fig. 8. It can be found that
by leveraging pre-training and monotonicity constraints, the neural
network excels in accurately fitting the observed data and making
reliable predictions even when measured data does not exist.

To compare the impact before and after fine-tuning, five histories
were randomly selected from the pre-training dataset, the results are
shown in Fig. 9. It can be found that fine-tuning not only adjusts the
prediction of measurement points but also has an influence on global
prediction. This indicates that the neural network predicts the corrosion
rate, not limited to a fixed time.

To further validate the model’s generalization capability on power
histories outside the measured dataset, three power cycle histories of
256 fuel rods in an actual reactor are selected for verification, with
each power cycle containing 70 time steps. Due to the lack of measured
data, only the comparison between the neural network model and
the semi-empirical model obtained through the optimization algorithm
is performed. It should be noted that the values calculated by the
semi-empirical model are not true values but rather results that can
relatively reflect real physical phenomena, thereby partially validating
the neural network’s predictions. In addition, a neural network model
is also trained using only measured data to validate the data-model
fusion method’s effectiveness. Both models have identical parameters,
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but training with only measured data required a larger learning rate
and epoch. The resulting model exhibits a standard deviation of 0.033
on the measured dataset, which is slightly higher than that of the
fine-tuned model. The results are shown in Fig. 10. Training directly
with measured data results in a significant difference between the
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obtained model and the semi-empirical model, demonstrating its poor
ability to generalize power history beyond the training set. In contrast,
when using the data-model fusion method, the prediction deviations
of the two models for thicker oxide layers are mostly within 20%.
Consequently, neural network models utilizing the data-model fusion
method can improve prediction accuracy for power history outside
the training dataset, enhancing the model’s generalization ability to a
certain extent.
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4. Conclusion

This paper introduces neural ODE to model the corrosion behavior
of zirconium alloy cladding, using a data-model fusion driven method
to address the issue of sparse data. First, a semi-empirical model for
zirconium cladding corrosion is established using a differential evolu-
tion algorithm. The optimized semi-empirical model fits the data well,
with a standard deviation of 0.040. Subsequently, the established semi-
empirical model is used to generate a large amount of pre-training
data, allowing the neural network to learn the physical principles of the
semi-empirical model. Finally, the neural network is fine-tuned using
measured data to better reflect the actual physical laws. The resulting
neural network model further reduces the standard deviation to 0.031,
improving accuracy by 25% compared to the semi-empirical model, and
demonstrates good generalization to new power histories outside the
training set.

The data-model fusion driven method used in this study is par-
ticularly suitable for scenarios with limited data. This method first
establishes an initial mathematical model based on existing data and
prior knowledge such as semi-empirical model to approximate basic
physical laws. Subsequently, this model is used to generate a large
amount of training data for pre-training the neural network. Finally, the
neural network is fine-tuned with measured data to better reflect actual
physical phenomena. For dynamic problems, the neural ODE used in
this study can learn the rates of change from the data. Combining these
two methods can be used to construct nuclear fuel behavior models,
such as irradiation growth, creep, or other dynamic processes with
limited data.
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